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An mvtscrd boundary-Integral method 1s moddied m order to study the smgle-scale 
Raylergh-Taylor mstabthty for arbitrary Atwood number. The pnmary modificatron uses vor- 
tex blobs to smooth the Green’s functton and suppress a timte trme smgulartty in the cur- 
vature. Additronal moddicatrons to earher codes such as usmg second-order central drfferences 
along the Interface to accommodate spikes m the vorttctty and spreadmg the nodes evenly 
along the Interface to suppress clustering of nodes are destgned to mamtam resolutron and 
accuracy To achteve second-order accuracy in ttme when the nodes are spread, an extra 
predtctor step IS needed that shafts the nodes before the vartables are advanced The method 
successfully follows the development of a smgle mode to states wtth asymptotrc velocttres for 
the bubble and spoke that depend on the Atwood number and are Independent of the blob 
srze Inctprent droplet formatton IS observed ‘0 1988 Academtc Press, Inc 

1. INTRODUCTION 

While linear analysis of the Rayleigh-Taylor instability is well established and 
some modal and asymptotic analysis has been done, to study the full, large- 
amplitude nonlinear problem accurately one needs numerical methods that simulate 
fluids with highly convoluted interfaces. The original linear theory for the stability 
of an interface between two incompressible fluids of different density in a 
gravitational field is due to Lord Rayleigh Cl], with Taylor [2] pointing out the 
relationship to accelerated fluid motion. Bellman and Pennington [3], Chan- 
drasekhar [4], and Menikoff et al. [S] have extended the linear theory to include 
surface tension and viscosity. The initial value problem is discussed by Menikoff et 
al. [6] and Sharp [7] reviews the asymptotics and phenomenology at large 
amplitudes. Although, physically what initially disturbs the interface might be a 
shock (Richtmyer [S], Meshkov [9]), understanding the classical Rayleigh-Taylor 
problem is relevant because following the initial push from the shock the dynamics 
are incompressible to a good approximation. This is analogous to flow behind a 
shock front over an airfoil, which is also nearly incompressible. Numerically, 
mcompressibility implies that elliptic interface tracking schemes are needed and the 
method outlined by Baker, Meiron, and Orszag [lo] has reliably followed a single 
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mode far into the nonlinear regime for some special cases. Eventually a numerical 
method that follows a multi-mode interface for arbitrary density ratios far into the 
non-linear regime, even to a turbulent scaling regime, would be desirable. But for 
now, good answers to well-posed problems are needed that can be used for inspir- 
mg and checking more powerful methods. It is not necessary that all aspects of the 
true physical problem be simulated. It is more important that a method converge in 
some sense to an asymptotic profile for a single initial mode, or at least converge to 
asymptotic values for the growth of the upper and lower extrema of the interface, 
known as the bubble and spike. 

Most existing methods combine Eulerian and Lagrangian characteristics. The 
classic marker-in-cell work of Daly [ 111 uses an Eulerian grid and Lagrangian par- 
ticles to mark fluids of different density. A physical viscosity is not used, but the 
mesh gives a numerical viscosity. In the method of Glimm et al. [12] the interface 
is on a quasi-Lagrangian mesh, that is, the nodes associated with the interface shift 
during the calculation. Both Daly and Glimm et al. show a spike of heavy fluid 
descending into the lighter fluid with vortices and rollup eventually forming on 
either side of the tip of the spike for finite density ratios. 

Smce all the grid methods are expensive and are limited m their ability to resolve 
a highly distorted interface, it would be desirable to have a relatively inexpensive, 
purely Lagrangian method that could represent a wide range of scales. This has 
been done reliably with boundary-integral methods m two limits of the Atwood 
number 

where p 1, p2 are the densities of the upper and lower fluids, respectively. In boun- 
dary-integral methods a surface is marked with Lagrangian particles that carry 
information, typically the vortex-sheet strength. Velocities and time derivatives of 
particle information are calculated from the surface information using the law of 
Biot-Savart and Green’s functions. The limiting cases that have been studied are 
A = 1, when there is only a heavy fluid and a vacuum, and A = 0 in the Boussinesq 
approximation. In the Boussinesq approximation the gravitational field goes to 
infimty while the density ratio goes to 1, or the Atwood number goes to zero. 

Baker, Meiron, and Orszag [lo] solve the inviscid equations with a Lagrangian 
two-dimensional boundary-integral method that marks the interface with a poten- 
tial-dipole sheet. Their method is equivalent to the vortex-sheet formulation of 
Baker, Meiron and Orszag [ 131 and Pulhn [ 141, but has certain computational 
advantages. For A = 1, or one fluid, this method can resolve thin spikes that would 
be below the resolution of any grid method and has been used to study single and 
multimode perturbations for single-fluid and thin-shell geometries. Menikoff and 
Zemach [ 151 describe a boundary-integral method that uses conformal mapping to 
solve the potential equation for A = 1. Although identical initial conditions were not 
compared, comparisons of the curvature and acceleration at the tip of the spike 
indicate that the two methods agree closely. For A = 1 the most tmportant 
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limitation of the boundary-integral methods is that iterations must be done. In the 
potential-dipole formulation an integro-differential equation involving the time- 
derivative of the dipole requires iteration. In the conformal mapping method a 
Newton-Raphson iteration is necessary. 

Another case that can be treated by boundary-integral methods, but does not 
require an integro-differential equation, is Hele-Shaw flow. In this case the vortex 
strength is determined by an integral equation along the boundary and a vtscosity- 
difference ratio replaces the Atwood number as the controlling parameter. The 
integral equation is designed to satisfy the viscous or pressure boundary conditions. 
The Kelvin-Helmholtz instability does not develop, but sharp curvature can 
develop and the integral equation must be solved by iteration. Node clustering 
along the interface can be a problem. Tryggvason and Aref [16, 171 have used a 
vortex-in-cell method to solve the Hele-Shaw problem and at late times observe 
elongated structures and in some cases droplet formation. Overman, Zabusky, and 
Ossakow [18] have solved a similar problem for ionized clouds in the ionosphere. 

While inviscid methods work for A = 1, for A < 1 when two fluids are involved, 
Rayleigh-Taylor calculations using the method of [lo] fail before displacements as 
large as the initial wavelength can develop. The reason is that while gravitational 
terms might initiate the Rayleigh-Taylor problem, shears develop quickly between 
two fluids and a singularity associated with the Kelvin-Helmholtz intability occurs 
in a finite time. This singularity could be considered the principal source of dif- 
ficulty for two fluids in most of the methods mentioned. Our approach to the com- 
plete Rayleigh-Taylor problem will be to modify the boundary-integral scheme of 
[lo] by smoothing the Green’s function and suppressing this singularity. Because 
the Boussinesq case A = 0 avoids an integro-differential equation and manifests all 
the dilhculties associated with the Kelvin-Helmholtz singularity, it will be treated 
first. Then the modifications to the integro-differential equation will be discussed. 

II. KELVIN-HELMHOLTZ AND BOUSSINESQ 

It has been well demonstrated (Moore [19], Meiron, Baker, and Orszag [20], 
Krasny [21]) that when boundary-integral methods are applied to the Kelvin- 
Helmholtz instability that the vortex sheet develops a cusp, or a singularity in the 
derivative of the interface, in a finite time. In a real fluid the singularity does not 
occur and the interface rolls up because viscosity thickens the vortex sheet. Ho and 
Huerre [22] review the experimental evidence that the Kelvin-Helmholtz 
instability is characterized by a rolling up of the interface between the fluids. Large 
spectral calculations of the Kelvin-Helmholtz instability for constant density and a 
finite viscosity on two- and three-dimensional meshes discussed by Riley, Metcalf, 
and Orszag [23] have also shown the characteristic rollup. Grid methods designed 
for the mviscid case that do not fail must introduce some form of numerical 
viscosity to suppress the singularity and for a boundary-integral method to develop 
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beyond the cusp it must mimic the effect of viscosity and the vortex &VA must have 
a finite thickness. 

The equation for the average velocity U(x, t) of two flulds along a vortex sheet is 
given by the law of Biot-Savart 

where 

y = i-s, Pa) 

IS the local circdation in the arbitrary Interface variable e, the vurtex-sheet strength 

r= (u, - UJ -s^ (2b) 

is the jump in the tangential velocity across the interface, s” is the unit tangent vec- 
tor along the interface, $3 = Z~Z, is the derivative of the arclength when z = x + i_.~ is 
the complex position, and the subscript signifies the derivative with respect to P. 
For periodic boundary conditions in X, (1) reduces to 

q*(z) =A, 1:” y(e) cot 3 [z-z(e)] de + Q!Xz), (3a) 

where y = u+ iv IS the complex velocity and QE is the external flow. The nodes 
along the interface can also follow a weighted average of the fluid velocities 

where lor{ =G I IS the weighting factor. 
Two approaches to smoothing the vortlcity in boundary-inlegral formulations 

and making the simulations well-posed have been investigated. Pozrikidis and 
Higdon [124] have used contour dynamics sirniliar to Overman and Zabusky [25 J 
to represent a sheet of iimte thickness and constant vorticity. In their calculations 
the rollup is characterized by a thickening of the vortex sheet until a lump of VOP 
ticity is formed with thin streamers connecting it to the remnants of the vortex 
sheet. Shelley and Baker (private communication) have a similar calculation. 

We will follow the approach of Krasny [26]. He thickens the vortex sheet by 
dcsingularizing or smcwthing the Green’s functions that are used to calculate 
velocities in the law of Biot-Savart. For example, the complex cotangent in (21, 
cot +[.z(e) - z(e’)]. is replaced by the complex expression 
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When the complete Raylergh-Taylor problem is considered set* s[z(e) - z(e’)] will 
be replaced by 

{ 1 -cos[x(e) -x(e’)] cosh[y(e) -y(e’)], sin[x(e) -x(e’)] sinh[y(e) -v(e’)]} 
{cosh[y(e)-y(e’)]-cos[x(e)-x(e’)]+6*}* 

(5) 
This formulation is equivalent to multiplying the Green’s function by a shape 
function as done by Beale and Majda [27]. That is, the vortices now represent vor- 
tex blobs whose size is given roughly by 6. The use of blobs of constant size is 
justified physically by considering that in an incompressible fluid there must be 
compression into the interface to balance the stretching along the interface as it 
rolls up. This compression will then balance the tendency for the viscosity in a 
physical fluid to spread the vorticity and a vortex sheet of finite thickness will be a 
good approximation. Using this formulation Krasny [26] sees the interface roll up 
into spirals that become tighter and whose outer rolls appear to reach asymptotic 
positions as b + 0, suggesting that the large-scale dynamics are independent of 6 as 
it goes to 0. 

Inviscid linear theory, which applies to a vortex sheet with 6 = 0, is not correct 
after the Green’s function is smoothed. This is expected if vortex blobs represent 
some of the effects of a true viscous calculation. Krasny finds that blobs modify the 
initial growth of the Kelvin-Helmholtz instability with a wavenumber dependence 
simihar to the linear theory of the effect of viscosity on the Rayleigh-Taylor 
instability [4]. In particular, the growth rate with vortex blobs is slower, especially 
for high wavenumbers. 

The vortex-sheet formulation of the Boussinesq approximation to the Rayleigh- 
Taylor problem is identical to the formulation of the Kelvin-Helmholtz problem, 
except there is an added vorticity-production term. For Ag + constant as A + 0 and 
the acceleration of gravity g -+ ccj the equation that will give the vortex growth is 

ay ud y* -----= 
at 2 de z,z,* 

-2(&l Ye. 

To solve the velocity equations (3a), (3b) and the vorticity production equation (6) 
numerically, the interface is discretized umformly in e, which produces a one-dimen- 
sional mesh with non-uniform spacing in arclength. The variables stored at the 
nodes are their positions m x and y and the local circulation y. A second-order 
Runge-Kutta algorithm is used for the time advancement because we find that 
second-order methods provide adequate convergence and accuracy without the dif- 
ficulties of higher order methods. Second-order central differences are used to 
calculate the derivative of the position along the interface. 

“/ dz’ zJ+‘-z’-’ 
Ae-&- 2Ae ’ (7) 
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FIG. 1 Interface for the Boussmesq approxlmatlon and 6 =0.2, 256 nodes, Ag= 1, a =O, and the 
length m the perlodlc dIrectIon IS 2n The marks show every other node and are proportlonal to the vor- 
tex-sheet strength (a) f = 5.5, (b) I = 7 5 

It will be demonstrated that central differences are of second-order accuracy for 
these simulations. 

Figures la, b show the interface at late times, I = 5.5, 7.5, for the Boussmesq 
limiting case using 256 nodes. The marks show every other node and are propor- 
tional to the vortex-sheet strength. It should be noted that in none of the interface 
profiles to be presented do the interfaces cross, although this representation of the 
vortex-sheet strength gives that appearance in some cases. The parameter that tells 
which interface the nodes should follow is u =O. The combined potential dipole- 
vortex method to be described was used. Identical results were obtained using a 
strictly vortex-blob method (l)-(6). For all our discussions of the basic numerical 
method, 6 = 0.2 will be used unless otherwise noted. The length in the periodic 
direction will be 27~ and the integrals will be calculated using the trapezoid rule as 
in [lo]. The initial conditions for the Boussinesq case are 

xJ=C (J- 1) 

JJ = a cos( XJ) 

pJ = o.ooo1 cos(xJ) 

with a = 0.1. The local circulation 

Y=Pe 
where 

/A=@,-CD* 

(8b) 

(8~) 

Pa) 

(9b) 
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FIG 2 Vortex-sheet strength f vs arclength for the Boussmesq calculatton and times of Fig I 

is the jump in the potential across the interface, or the potential dipole. p is given a 
finite value so as to avoid floating-point errors in an analysis routine during the 
first timestep. The calculation was halted because what was wanted, a rollup, was 
well demonstrated. Figures 2a, b show the vortex-sheet strength r along the inter- 
face as a function of the arclength normalized to 271. The primary peak is leading 
the rollup and the secondary peaks represent where vortex production has occurred 
on other turns. 

Using the same approach, Tryggvason (private communication) has also 
calculated a rollup for the Boussinesq case. Using slightly different smoothings of 
the vortex sheet, two related problems have also been solved. Anderson [28] has 
solved the problem of a blob of slightly different density in a fluid and Lundgren 
[29] has solved for an axisymmetric axial flow. 

Figure 3 shows the same calculation, but with 6 = 0.05 at t = 4.25. For smaller 

FIG 3. The same calculation as m Fig. 1, except 6 = 0 05, at I = 4 25 
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values of 6 the calculation is closer to the inviscid case and while a cusp does not 
form, the rollup occurs earlier and is tighter. While this IS consistent wtth the results 
of Krasny [26] for the Kelvin-Helmholtz problem, where the outer trurns of the 
rollup appear to be approaching some limiting shape as 6 + 0, in our calculation 
the Interface does not appear to approach a limiting shape as rapidly, if at all. For 
example, the most obvious measure of large-scale growth, the height of the bubbles, 
does not converge in time. This is because the initial growth decreases as 6 
increases, a correction analogous to the effect of viscosity. This effect is greater for 
the Taylor problem than for the Kelvin-Helmholtz problem because the 
gravitational terms are always increasing the vortex strength. 

While the profiles do not converge in time, there are other indications of con- 
vergence that are more Important in the Taylor problem. For example, the final 
veloctty for the single-mode problem 1s probably an important element of the rate- 
of-growth of the mixed region m a multimode problem. Figure 4 shows the bubble 
velocities versus time for the calculatrons in Figs. 1 and 3 with b = 0.05 and 0.2. For 
6 = 0.2, an asymptotic velocity of about 0.8 is reached. For 6 = 0.05 the case IS not 
as secure, but is indicated. This agrees with an asymptotic model using two vortices 
described by Aref and Tryggvason [30]. 

Aref and Tryggvason [30] have solved the Boussinesq case using a vortex-in-cell 
method. In this method the velocrty is found by interpolating the vorticity from the 
interface onto a mesh and solving a Poisson equation instead of summing over 
Green’s functions. Spreading the vorticity onto a mesh smooths the interactions, 
much as the vortex-blob method does. From crude comparisons, if 6 = 0.2 is the 
radius of blob and its diameter is 0.4, then for a periodic length of 27r, the 
equivalent vortex-in-cell calculation has m = 16 mesh spacings in the periodic direc- 
tton. 

FIG 4 Bubble velocltles vs time for the Boussmesq calculations m Fig 1, b =0 2, and Fig 3, 
6=005 
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FIG 5 Growth of the bubble height for a Boussmesq calculation with the mltlal perturbation m 
(8b). a=O2n, and from [30] with m = 16 

Figure 5 compares the growth of the bubble height for the two calculations. 
Profiles of the rollup and vorticity at the same times are almost identical. When 
properly normalized, the calculations in [30] give an asymptotic velocity of 0.8, in 
agreement with out calculations and the model in [30]. For an arbitrary Atwood 
number a similiar comparison based on mesh size might be done with the results of 
Daly [ 111. His mesh was 20 x 60 and should have similiar viscous effects. Com- 
parisons of higher Atwood number vortex blob calculations with a modification of 
the vortex-in-cell method are being done. 

Baker, Meiron, and Orszag [lo] formulate the vortex sheet using the potential 
dipole given by (9b). With periodic boundary conditions in x the potential can be 
found from the dipole by 

O(e) =&. I’” p(d) z,(e’) cot i [z(e) -z(e’)] de’ (10) 
0 
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and the average complex velocity at the interface is given by 

4*(e) = @,(ek-(e)~ (lla) 

Without smoothmg, this formulation for the velocity is equivalent to (3a) because 
the inviscid equations generate potential flow next to the interface. Thts can be seen 
by rewriting (1 la) as 

q*(e) =&. P J’,‘” p(e’) z,(e’) [ xAe) a”~p~e~e(e’ ““1 cot i [z(e) - z(e’)l de’, 

(lib) 

Next use the identity for 6 = 0, 

x,(e) alax + y,(e) WY 
z,(e) 

cot i [z(e) - z(e’)] = i cot Jj [z(e) - z(e’)]; (12) 

then replace a/az by -a/az’, and finally use integration by parts to recover (3a). 
But for finite 6 when (4) 1s substituted for the cotangent, this identity is not true 
and the two formulations for the velocity differ. By replacing a/ax by -a/ax and 
a/ay by - alay’ in (12) and using integration by parts the exact difference can be 
calculated 

4*(11) - q*b) 
1 2n 

=- P s 2ni 0 de’) a2 
be -xc,) cosCx(e) - x(e’)l + i(y, -ye,) cosh[ y(e) - y(d)1 de, 

{cosh[y(e) - y(e’)] -cos[x(e) - x(e’)] + ~5’}’ ’ 

(13) 

-3 - 

FIG 6 Interface usmg (lo), (11) for the velocity III the Boussmesq approxlmatlon at I = 4 8 Imtlal 
condltlons of (8a), (16a). (16b) used, 256 nodes, Ag = 1, 6 = 0 2, and a = 0 
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FIG 7 Vortex-sheet strength f vs arclength for the calculation In Fig. 6 

The divergence of this will be non-zero, whereas using (3a) forces a divergence-free 
velocity field. 

Figures 6 and 7 show the final well-behaved interface profile and vortex-sheet 
strength r in the Boussinesq approximation when (lo), (11) are used instead of 
(3a) for the velocity. The double peaks in Fig. 7 are unphysical and can be 
explained by assuming that (lo), (11) makes the rollup slightly slower and con- 
sidering the effect of vorticity production. For the Kelvin-Helmholtz problem, 
which lacks vorttcity production, the effect of using (lo), ( 11) instead of (3a) is 
probably so small that the results might not be unphysical. However, in the 
Boussinesq case (6) adds vorticity to the outside of the rollup and any slowing of 
the rollup could prevent the formation of a single, well-delined, vorticity peak, such 
as in Figs. 2a, b. Calculations that use (lo), (11) with a finite 6 for 0 <A < 1 also 
fail when double peaks like those in Fig. 7 develop. A vortex-blob method that 
smooths the Green’s function for an arbitrary Atwood number, avoids these dif- 
ficulties and retains the computational advantages of the potential-dipole method, 
while showing consistency with the Boussinesq case and A = 1, will be 
demonstrated. 

III. ARBITRARY ATWOOD NUMBER 

Following Baker, Meuon, and Orszag [lo], for an arbitrary Atwood number the 
inviscid integro-differential equation for the time-derivative of the potential 
dipole is 
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where the time derivative of the potential is 

$ (e) = k. P [2n [$ (e’) z,(e’) + p(e’) ie(et)] cot i [z(e) - z(e’)l de’ 
0 

1 =--- 
hi 

P 
s 
2n Ae’) z,(e’)C4@) -4te’)l de,. 
o sin2( 1/2)[z(e) - z(e’)] (14b) 

[lo] prefers this formulation over a vortex formulation because there are only first 
derivatives along the interface. The integro-differential equations required to deter- 
mine the time-derivative of the vorticity are 

ay 1 d 1’2 
ar-Zazz,zf 

-= -2A[Re{gze}-iayRe{:j+$$-+gy,] (15a) 

and 

Calculations for an arbitrary Atwood number in either formulation proceed 
much as they do for the Boussmesq case, except for the need to solve integro-dif- 
ferential equations for the time derivatives of the potential dipole p or local cir- 
culation y. These equations are Fredholm equations of the second kind and can be 
solved by iteration. The iteration begins by using earlier timesteps to estimate the 
time-derivative. This is used on the right-hand side of (14b) or (15b) and a new 
time-derivative is calculated using (14a) or (15a), which then becomes a new 
estimate. The iteration proceeds until it is within a certain tolerance, or the number 
of iteration cycles exceeds a limit, in which case the calculation ends. Unless 
otherwise stated, we will refer to a calculation as ending when this occurs. 

The potential-dipole formulation of the Rayleigh-Taylor problem in [lo] is able 
to solve the single-mode problem for A = 1 far into the non-linear regime. Figure 8 
shows a calculation that used 256 nodes along the interface at t = 3, 4, and 5.15, 
which is when the iteration of the Fredholm equation fails. The parameter that tells 
which interface the nodes follow in (3b), a = - 1, and gravity g = 1. Following [lo] 
a cubic spline is used to calculate derivatives along the interface because in this case 
rt can represent the sharp gradients better than central differences, which cause an 
identical calculation to fail at t = 3.5. [lo] also used a higher order time advan- 
cement, but second-order Runge-Kutta gives satisfactory results and all the 
calculations to be discussed use that. The initial conditions are taken from a thlrd- 
order expansion in ka for A = 1, where k = 1 is the wavenumber, and a is the 
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FIG 8 InterfaceforA=land6=Oatf=3,4,and515 256 nl odes used, g=l, and a= -1 

amplitude of the initial disturbance. The position of the modes in x is given by (8a) 
and 

Jti’=Lz(l +os a 2) cos(x’) - 0.5a2 cos( 2x’) - 0.75a3 cos( 3x’) (lea) 

p’ = 24 1 + 1.25~~) cos(x’) exp( -f) (16b) 

with a= 0.05. These initial conditions were used for all finite Atwood number 
calculations to be discussed. While this is clearly not correct for A # 1, where a dif- 
ferent third-order expansion has been found, it does not affect the late-time 
behavior of the simulations to be discussed. Test calculations with the initial con- 
ditions of (Sab(8c) have been investigated and the basics results, that is, the shape 
of the interface in the rollup region and the asymptotic velocities, were unchanged. 

Figure 9 shows the vortex-sheet strength r as a function of normalized arclength 

FIG 9 Vortex-sheet strength r vs arclength for the A = 1 calculatton In Ftg. 8 at f = 3, 4, and 5.1 
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t 

FIG 10 Bubble and spike velocltles for the A = 1 calculation m Fig 8 vs time 

at t = 3, 4, and 5.1. While the height of the vorticrty jump at the tip of the spike 
grows with time, the shape of the vorticity profile does not change. Figure 10 shows 
the bubble and spike velocities as functions of time. The bubble reaches an 
asymptotic velocity while the spike is in free fall with the acceleration approaching 
1, the gravitational constant g in (14a). Figure 11 plots the maximum absolute 
value of the curvature, 

1 xe J’ee -)‘ex,, -= 
R (x2 + y2)3’2 c e 

(17) 

as a function of time for this calculation, the calculation with A = 0 in Fig. 1, and 
the longest calculations for A = 0.33 and 0.8 to be discussed. The maximum cur- 
vature for A = 1 is at the tip of the spike and while it shows close to exponential 
growth, there are no indications that it will be singular in a finite time. However, 
because the curvature is increasing exponentially, the range of scales to be 
calculated must increase exponentially and the timestep must decrease exponen- 
tially. These constraints limit the ability of this simulation to continue beyond 
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FIG I1 Maxlmum absolute value of the curvature (17) sup 1 l/RI vs time 0, A = 1 calculation m 
Fig 8, 0, A =0 calculation m Fig 1, 0, A =0 33 calculation m Fig 19, and A, A =0.8 calculation m 
Ftg 24 

f = 5.0 which is when a calculation that used 64 nodes ended. The conformal map- 
ping calculation of Menikoff and Zemach [lS] and an earlier boundary-integral 
calculation by Baker, Meiron, and Orszag [ 131 obtain maximum amplitudes 
similar to those calculated here, but because our calculations start with smaller 
amplitudes, the curvature at the final time is greater. 

While the method of [lo] works remarkable well for A = 1, for A < 1 it fails 
rapidly. Figure 12 shows the interface and Fig. 13 the vortex-sheet strength f just 
before the Fredholm iteration breaks down for A =0.33. These profiles were 
calculated using the method to be described with 64 nodes, c1= -1 AI2 and without 
node spreading. The Kelvin-Helmholtz cusp, which is indicative of the singularity 
in the derivative, is evident in Fig. 12. Therefore, the Green’s function needs to be 
smoothed. 

Smoothing (lo), (11) to calculate the velocity for finite Atwood number leads to 
the same numerical problems as it did for the Boussinesq case. These can be 
avoided by using (3a) to calculate the velocities, with y = p, (9a). Then (14a), (14b) 
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FIG 12 Interface for A = 0 33 and 6 = 0 at t = 4 65. 64 nodes used, g = 1, and a = -0.1089 

can be used to calculate the time-derivative of the potential dipole. Clearly, order- 
ing the calculation of the Green’s functions in (14a), (14b) differently might 
introduce a different smoothing and produce different results, just as occurred when 
(lo), (11) were used instead of (3a). This has been investigated by using the pure 
vorticity formulation (15a), (15b) and the results were identical as long as the vor- 
ticity calculation lasted. The hybrid potential-dipole, vorticity method has been 
used because it resolves sharp structures better and converges longer than the pure 
vorticity method. Central differences (7) are used to calculate the interfacial 
derivatives. 

Figure 14 shows a calculation for A =0.33 with 128 nodes 6 =0.2 and 
u = -IAl * = -0.1089 at t = 8.0. Because a determines a weighted average of the 
fluid velocities at the mterface through (3b), it indirectly determines how nodes are 
spread along the interface. Given adequate resolution, the results are independent 
of a and how the nodes are distributed. The major effect of changing a is that it will 

FIG 13 Vortex-sheet strength r vs arclength for A = 0.33 and 6 = 0 calculation In Fig 12. 
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FIG 14 Interface for A = 0.33 and 6 = 0 2 at I = 8 0. 128 nodes used, g = 1, and tl = -0 1089. 

determine when too many nodes become clustered around a point, which causes the 
simulation to end due to instabilities near that point and inadequate resolution 
over the remainder of the interface. For all of the Atwood numbers to be discussed, 
if a node redistribution scheme is not used, choosing a = -[Al* gave the best dis- 
tribution of nodes along the interface and allowed the simulations to converge for 
the longest time. Given more control over the distribution of the nodes the 
simulations will converge longer, but to do this and maintain accuracy requires 
careful analysis of the time advancement. 

IV. SPREADING NODES AND TIME ADVANCEMENT 

Our approach will be to spread the nodes by interpolating in arclength. The 
positions of the nodes in terms of arclength and the length of the interface can be 
determined by 

s I+1 = s, + $ Iz:+ ’ + zfl de (18) 

with so=0 and So+, = arclength. Parabolic, or Lagrange, interpolation is used to 
determine new v&s for the variables by the followmg steps. First, a parabola 
through the three nearesi nodes for a variable p, is calculated as a function of the 
position s,. That is, the coefficients a, 6, and c in 

p,mI=c-sfp,+b.s,-,+a 

p,=c.sf+b.s,fa 

P I+1 =c.sf+,+b.s,+,+a 

are determined and the new value of pnew at location s,,~~ IS 

P new =c-.s~,,+b~s,,,+a. (20) 
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An algorithm for spreading the nodes based on a combination of radius of cur- 
vature and arclength in order to allow more resolution in regions of high curvature 
was investigated. However, hourglassing, a tendency for nodes to pair and for the 
distance between these pairs to go to zero, prevented its use. A better procedure 
that accomplishes the same objective is to run with the nodes evenly distributed 
until that fails, then go back to the last time saved and restart without node 
spreading and a= -(A*1 for low Atwood number. For higher Atwood numbers, 
Ial > 0.16 should not be used. Comparisons with the calculation in Fig. 14, which 
does not use node spreading, show that using node spreading up to that time, 
t = 8.0, does not introduce any numerical smoothing that changes the physics of the 
simulation. 

While spreading the nodes evenly along the interface prevents the numerical 
instability due to nodes clustering along the interface, it introduces new errors in 
the time advancement. For any multistep method, if spreading is done only at the 
end of the step, second-order errors in time are introduced by spreading the nodes. 
Several variations of second-order Runge-Kutta schemes that redistribute current 
and past times at each substep were experimented with and while some of these 
methods had much smaller errors than spreading only once per timestep, they were 
still first order. This is because the amount that spreading moves the nodes is of the 
order At and even if the nodes move very little, the error introduced by spreading 
cannot be less than At’. This suggests that any higher order time-advancement 
scheme with spreading will inherently have second-order errors. The errors might 

b 

FIG 15. Substeps wrthm each second-order Runge-Kutta ttmestep wtth node spreadmg. (a) A tirst- 
order Euler step advances the points from lo to I, (solid hne) New postttons for the nodes are chosen at 
1, such that their separatton m arclength As IS constant, shown by crosses at I, Based on those 
posrttons, the postttons of the nodes at to are spread, shown by dashed hne and crosses at it, (b) Fmally 
a standard second-order Runge-Kutta step IS used to advance the nodes. The nodes are spread agam at 
the end of the ttmestep 
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be small initially, but once the Kelvin-Helmholtz rollup begins, these errors can be 
expected to dominate the calculation. Zabusky and Overman [31] have spread the 
points in their simulation less frequently than in our calculations, but have not 
checked accuracy. Their spreading must introduce second-order errors, but it would 
be interesting to see if doing it less frequently decreases or increases the error. Since 
their problem is not as singular as the full Rayleigh-Taylor case, it might not be as 
important. Another approach that might avoid node redistribution would be to 
follow Pullin [ 141 and choose a as a function of arclength. 

The trick to making the time advancement second-order is to shift the nodes at 
the beginning of the timestep based on where they will be at the end of the timestep. 
This is analogous to the semi-Langrangian schemes used in some meteoroligical 
applications [32]. A first-order Euler step advances the points. New positions for 
the nodes are chosen and based on those positions, the positions of the nodes at the 
beginning of the timestep are spread. Then a standard second-order Runge-Kutta 
step is used to advance the nodes. The nodes are spread again at the end of the 
timestep. A second-order predictor for the new locations was investigated, but there 
was no improvement. Figure 15 demonstrates the step. To demonstrate how suc- 
cessfully the method gives second-order accuracy, Fig. 16 compares several 
simulations with A = 0.33, 6 =0.2, n = 64, and g= 1 for different, constant 
timesteps, indicated by the superscript j, as a function of time using second-order 
Richardson extrapolation 

(21) 

0 I I I I I I I 
0 1 2 3 4 5 6 7 a 

Time 

FIG 16 Second-order RIchardson extrapolation sup(R1) (21) as a function of time for several 
slmulatlons with different, constant tlmesteps and A =0 33, 6 =0 2, and g = 1 Ar, =O.OOS m (24) 
0, Ar=0.02, 0, Ar=O05, /I, Af=O5. 
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Richardson extrapolation usually uses the timestep At, but it is more convenient in 
this case to compare the errors using the effective Courant number defined below 
(22). Satisfactory second-order convergence 1s seen for At = 0.005 to 0.5. Even using 
At as large as 0.5 with 64 nodes, as late as t = 8.0 there were not any obvious dif- 
ferences between the interface calculated and that shown in Fig. 14. 

Figure 16 does not show any departures from second-order accuracy that would 
suggest a Courant-like condition. That is, for larger values of At the accuracy does 
not depart from second-order at earlier times. Instead, as the calculation enters the 
rollup region and loses resolution, smaller timesteps lose second-order accuracy 
first. Despite this trend, the Fredholm iteration cycle does break down at earlier 
times for larger values of At and the following Courant-like condition is suggested 

(22) 

The first factor in (22) 1s similar to the common Courant condition based on the 
velocities and spacing between points (18). The second part is a correction based on 
the radius of curvature. Since a proof for a Courant condition on a Lagrangian 
interface is not known, this condition is entirely empirical. Because Fig. 16 shows 
that second-order accuracy is lost as roll-up begins at t = 7.0, the node spreading 
algorithm has not been used very far into the roll-up region in the calculations to 
be discussed. Whether node spreading is used or not, in most of the calculations to 
be discussed CFL = 0.25. 

The Fredholm equation for the time-derivative of the potential dipole in (14a), 
(14b) is solved by Jacobi iteration; that is, the values of dp/dt on the right-hand 
side of (14b) do not change during an iteration step. Second-order interpolation 
based on past time derivatives was used for the initial estimate because experience 
shows that the number of iteration cycles tends to be lowest when the order of 
interpolation of the initial estimate is the same order as the time advancement. Past 
time derivatives of the dipole are interpolated along with the current values of the 
position and dipole when the nodes are spread. Overman, Zabusky, and Ossakow 
[ 181 have found that the number of iteration cycles can be reduced by using 
Gauss-Seidel instead of Jacobi iteration m solving their integral equation. In 
Gauss-Seidel the values of +/at on the right-hand side are updated while new 
values are found. Due to the sensitivity of the integro-differential equation in our 
problem, Jacobi iteration has been chosen because the approach to convergence is 
symmetric. Overman (private communication) has verified that Jacobi iteration is 
better than Gauss-Setdel for the Rayleigh-Taylor problem. 

Using these methods helped increase the timestep, decrease the number of 
iteration cycles, and reduce the computation time, which increases as n3, with n* for 
the quadrature and an extra n for reducing the timestep. The longest simulations 
with 256 nodes required 2.6 h on the 7600 and had to be rewritten to put only what 
was necessary in small-core memory. With further minor changes up to 512 points 
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could be simulated, but this would be prohibitive unless a method for reducing the 
cost of the quadrature is found. This will be discussed in the conclusion. 

V. HIGH-WAVENUMBER FILTERING AND SPATIAL CONVERGENCE 

While timestep refinement has been shown to give temporal convergence, simply 
adding nodes does not always give spatial convergence. Since the linearized growth 
rates of the Rayleigh-Taylor and Kelvin-Helmholtz instabilities increase with 
wavenumber, high-wavenumber noise due to numerical error or machine round-off 
errors can grow faster than high-wavenumbcr components would evolve in an ideal 
calculation. Most earlier calculations have started with very large initial pertur- 
bations so that the growth of the dominant mode stretches the interface and most 
of high-wavenumber noise is damped. But to start with small perturbations, a large 
number of nodes, and eliminate this type of numerical intability it is necessary to 
selectively apply high-wavenumber filters as suggested by Krasny [21]. He has 
shown that by using filtering that calculations with low floating-point precision can 
reproduce unfiltered calculations that use greater floating-point precision. 

The objective is to set the error-induced coefhcients for high wavenumbers to 
zero at early times, but turn off the filter at a given wavenumber once the interface 
has evolved into that wavenumber. This can be done by Fourier transforming the 
positions and strengths and analyzing the amplitudes of the modes as the 
wavenumber increases. If two successive coefficients are below a value (lo-’ is used 
on the 7600), then the coefficients for these and for all higher wavenumbers are set 
to zero. The first wavenumber set to zero is saved and on the next timestep the 
analysis is repeated, beginning at this wavenumber. This approach removes the 
need to do the order of n tests for each variable each timestep. The filtering is not 
needed for calculations with 64 nodes and does not change the results when 
applied. When the filtering is used with 128 or more nodes the calculations 
reproduce the results for 64 nodes and contmue the calculation further. We have 
found that when a perturbation is sufficiently large, either due to initial conditions 
or evolution from a small initial perturbation, that the filter is not necessary and it 
is turned off. [13, 141 avoid using a high-wavenumber filter on the initial con- 
ditions by imtializing with a sufficiently large perturbation. 

While cubic splines work best for A = 1, for 0 < A < 1 central differences (7) are 
better. The reason might be that the vortex-sheet strength r had only a discon- 
tinuity for A = 1, whereas for A < 1, as in Fig. 2, r has a spike, which behaves as a 
b-function and is more singular. The need to handle this is especially critical for 
0 <A < 1 when the derivatives in (14a), (14b) must be calculated. Another way to 
look at this is that the potential dipole p has a discontinuity in only its first 
derivative for A = 1 and for A = 0, p is discontinuous. Although central differences 
are only first order if the mesh is not uniform and the nodes in this simulation are 
not spaced uniformly in arclength, because the nodes are spaced uniformly in the 
variable e central differences are second order in these simulations. Figure 17 com- 
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FIG 17 Second-order Richardson extrapolation sup(R2) (23) as a function of time for several 
slmulatlons wtth ddTerent meshes and A =0 33, 6 = 02, and g= 1 no= 256, dr,=0.005 m (26) 
0, n=32, dr=O5; 0, n=64, dl=O25, A, n=128, 41=0.125 

pares the errors on different meshes for the same effective Courant number using 
second-order Richardson extrapolation 

sup( R2) = sup lz I” - z!“‘I 

(qJn”‘)2 Cf-L’d - C~j-y (23) 

By repeating these calculations without node spreading, all of this error can be 
attributed directly to using central differences, and not node spreading. 

Desptte sacrificing higher order spatial accuracy, for finite Atwood number, 
even-odd numerical errors eventually develop around the vortex peak at late 
stages. This could be due to the inability to provide adequate node distribution 
around both the vortex peak and a new cusp that forms along the interface. 
Additional smoothing techniques that can be used to extend the calculations further 
are discussed in Kerr [33]. 

VI. RESULTS 

The analysis will start at a low Atwood number, A = 0.1, then look at increasing 
Atwood numbers to show consistent behavior from A =0 to A = 1. A =0.33 and 
A = 0.8 will be considered most carefully. For all the cases to be presented, the 
initial conditions of @a), (16a), and (16b) are used. As noted, test calculations 
using the initial conditions of (8ak(8c) do not show any significant differences. 
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FIG 18 Interface for A = 0 1, 128 nodes used and g = 5 Node spreadmg used untd I = 6 5, when the 
nodes were allowed to move with OL= -001. (a) f=65, (b) t=85 

Figures 18a, b show the interface profile for I = 6.5, 8.5 for A = 0.1, which is close 
to the Boussinesq case. The vortex-sheet strength r along the interface for f = 7.5, 
8.5 is shown in Fig. 19a, b. The gravitational constant in (14a), g = 5, 6 = 0.2, and 
128 nodes were used. The calculation used node spreading until t = 6.5, when the 
nodes were allowed to move with a = -0.01. A rollup simihar to the Boussinesq 
case occurs, but with a small droplet at the end of the rollup. The vorticity dis- 
tribution initially forms two peaks associated with the two rollups, much like the 
Boussinesq case, but near the end of the calculation the sides of these peaks 
towards the bubble cannot be resolved. At the final time secondary peaks similiar 
to those in the Boussinesq case appear. 

(a) lb) 

FIG. 19 Vortex-sheet strength r vs arclength 
(b) t=85. 

for 
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the A =0 1 calculation m Fig 18 (a) t = 7.5, 
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FIG 20 Interface. for A = 0 33; 256 nodes used and g = 1 Node spreadmg used untd I = 8, when the 
nodes were allowed to move wtth G( = -0 1089 (a) t = 8, (b) I = 9, (c) I = 10 

Figures 20ac and 21ac show the interface and vortex-sheet strength r for 
A = 0.33 and t = 8, 9, and 10. 256 nodes were used, 6 = 0.2, gravity g = 1; node 
spreading was used until r = 8.0; then the nodes moved with a = -0.1089. 

Figure 20a shows an early stage of the rollup at t = 8.0 that is characterized by a 
broadened spike. By t = 9.0 the rollup is well developed, but unlike A = 0.1 where 
there is considerable rollup before a droplet at the end of the rollup is obvious, here 
the droplet forms immediately and a spiral rollup is only beginning at t = 10. Once 
It is formed, the size of the droplet leading the rollup appears to be constant and 
the vorticity profiles evolve much like they did for A = 0.1. Single vortex peaks 
develop in the early stages of the rollup, as m Fig. 21a, but a major difference at 
later times between Fig. 21c for A = 0.33 and Fig. 19b for A = 0.1 IS that secondary 
vorticity peaks towards the spike are suppressed in Fig. 21c and there is a large, 
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FIG 21 Vortex-sheet strength r vs arclength for the same times as the A = 0 33 calculation m 
Fig 20 

relatively constant vorticity gradient that foreshadows behavior at A = I as in 
Fig. 10. 

Figure 22 shows the final well-behaved profile at t = 7.5 for A = 0.33 and the 
same conditions as in Figs. 20 and 21, except 6 = 0.1. With smaller 6 the rollup 
occurs earlier and is tighter, but when scaled the outline of the rollup is similiar to 
that in Fig. 2Oc at t = 10. Figure 23 shows the bubble and spike velocities as 
functions of time for 6 = 0.0, 0.1, and 0.2. The finite-delta velocities converge with 
time as they did for A = 0. 

Following [lo] the potential energy can be calculated from the interface shape 
by 

4EP - = 2Ag Jb’” y’x, de (24) 
PI+P2 



SIMULATION OF RAYLEIGH-TAYLOR FLOWS 73 

r-----7 
3 I I I I I I 

2- 

-3 - 

-4' I I I I I I 

0 1 2 3 4 5 6 7 
x 

-3 

t 

-47 
0 1 2 3 4 5 6 7 

x 

FIG 22 Interface for A = 0 33 and 6 = 0 1 at t = 7 5 with the remammg condlttons ldentlcal to the 
calculation m Fig 20 

and the kinetic energy can be calculated by 

E,=i p2 { (U2+U2)dA+; p, [ (t?+t?)dA. 
R? RI 

(25) 

When 6 = 0 the kinetic energy is determined by 

4EK - = 12’ t/q de + 2A 11’ $14~ de, 
PI+P2 0 

(26) 

where I,$ is the stream function. Deriving (26) from (25) requires potential flow 
away from the interface, which does not occur when 6 #O. Despite this, calculating 
(26) as an approximation to the kinetic energy and comparing it with the potential 

FIG. 23 Bubble and spike velocltles vs time for the A =0 33 calculations 
Fig 23. ,6= 0 1, and Fig. 12,6=0 
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FIG 24 Effectwe dmpatlon of energy PE - KE - (PE - KE), vs tune 

energy gives some indication of how much dissipation occurs during the rollup. 
Keeping track of both the potential and kinetic energies during the simulations also 
provides a useful tool for checking whether a simulation is behaving correctly and 
tracing errors. Figure 24 plots PE - KE - (PE- KE),. The dissipation of energy 
induced by the rollup is evident after t = 8.0. 

Figures 25a-c and 26aac show the interface and vortex-sheet strength r for 
A = 0.8, 256 nodes, g = 1, and 6 = 0.2 at t = 5, 7, and 8 and Fig. 27 shows the bub- 
ble and spike velocities. Node spreading was used until t = 7.11, then nodes moved 
with u = -0.16. At t = 5 the calculation looks like the earlier stages of A = 1, except 
that the end of the spike is a bit wider and the back sides of the vorticity peaks are 
different. The vorticlty profile is similiar to the vorticity profile for A = 0.33 and 
6 = 0 in Fig. 13. At t = 7 in Fig, 25b a droplet is clearly trying to break off. This 
very “viscous” (large 6) calculation is similar to pictures of droplet formation in the 
Hele-Shaw case of Tryggvason and Aref [ 16, 171, where shear and rollup do not 
occur. Daly [34] gets droplet formation for this order of an Atwood number with 
surface tension. Both surface tension and viscosity dissipate energy and if dis- 
sipation is important in droplet formation, then both mechanisms should cause 
droplet formation. At t = 8 in Fig. 25~ the rollup is similar to the initial stages for 
A = 0.33, but the side droplets are larger and the head of a spike is not as wide as in 
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FIG 25 Interface for 4 = 0 8, 256 nodes used and g = 1. Node spreadmg used unttl f = 7 11, when 
the nodes were allowed to move with a = -0.16. (a) I = 5, (b) I = 7, and (c) t = 8 

Fig. 20b. A second bulge is forming m the middle of the spike as the rolled-up tip of 
the spike is separating. 

For A = 1 the asymptotic state is probably characterized by a spike in free-fall 
and a bubble with an asymptotic velocity. For all A < 1 studied, asymptotic 
velocities for both the spike and the bubble are eventually indicated. For A = 0 the 
bubble and spike have the same final velocity. Figure 28 shows the asymptotic 
velocities normalized by the Atwood number, strength of gravity, and wavenumber 

(27) 

for a range of Atwood numbers. Two calculations with 128 nodes, A = 0.5 and 0.65, 
and S = 0.2 were done to till out this curve. Values for negative Atwood numbers 
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FIG 26 Vortex-sheet strength r vs arclength for the same times as the A = 0 8 calculation m Fig. 25 

are the spike velocities. The bubble velocity for A = 1.0 is well determined from 
earlier calculations and it is encouraging that our calculations seem to approach 
this value as the Atwood number increases. The spike velocity increases rapidly as 
A + 1, as it should since at A = 1 it is in free-fall. Reproducing these velocities could 
serve as a test for future methods. 

For A < 1 and 6 = 0, the Kelvin-Helmholtz singularity that occurs in a finite time 
is characterised by a singularity in the curvature. In order to understand the 
limitations of simulations with a finite 6 better Figs. 29a-h show the curvature 
profiles (17) for several times for the simulations discussed for A = 0.0, 0.33, and 0.8 
with 6 = 0.2 and A = 1 with 6 = 0. The maxima of the curvature profiles were plot- 
ted in Fig. 11. For all Atwood numbers there is initially an exponential growth in 
the curvature at the tip of the spike, but for A < 1 Fig. 11 shows that this growth 
decreases. Figures 29a, c for A = 0 and 0.33 show that this is due first to a flattening 
of the curvature profile, then to an inversion. The edges of this inversion represent 
the rollup region and eventually a double spike appears, as in Fig. 29b for A = 0, 
which indicates that a cusp has formed in the interface. As the cusp develops the 
maximum curvature in Fig. 11 for A = 0, 0.33, and 0.8 increases again. For A = 0 
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FIG 21 Bubble and spike velocltles vs tune for the A = 0 8 calculation m Fig 25 
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this cusp is coincident with the peak of the vorticity, which implies that by allowing 
the nodes to follow the average velocity of the fluids and naturally accumulate at 
this point both the curvature and vorticity can be adequately resolved and the 
simulation can continue to late times. There are no indications that the curvature is 
infinite in a finite time as occurs when 6 = 0. Secondary peaks in the curvature 
move away from the leading cusp much as occurs with the vorttcity peaks in 
Figs. 2a, b. For 0 < A c 1 the secondary peaks appear, as in Fig. 29d for A = 0.33, 
but are not symmetric about the cusp. In addition, for 0 < A < 1 the cusp is not 

I 
-1 0 0 10 

Spoke Bubble 

FIG 28 Asymptotic velocltles normahzed by (33) vs Atwood number Values for negative Atwood 
number are the spike velocltles 
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coincident with the vorticlty peak, which can be seen by carefully comparing 
Figs. 29d and 21b for A = 0.33. This implies that it is impossible to allow the nodes 
to naturally concentrate around a single location within a rollup and adequately 
resolve both the cusp and the vorticity peak and is a source of the final difficulties 
encountered m simulating all Atwood numbers. It could also be related to droplet 
formation and why the rollup is generally more complicated than for A = 0. There 
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FIG 29 Inverse curvature proliles (17) l/R vs arclength (a, b) From Boussmesq, a=02 
calculation m Fig 1 at t = 3 5 and 8.0, sup 1 l/RI = 0.59.48, (c, d) From A = 0 33, 6 = 0.2 calculation m 
Fig. 20 at t = 6.5 and 9.0, sup 1 l/RI = 0 92, 16, (e, f) From A = 0.8, 6 = 0 2 calculation m Fig 25 at I = 5 5 
and 6.5, sup [l/RI = 1.7, 2 1, (g. h) From A = 1, 6=0 calculation m Fig 8 at I = 2 and 4, 
sup I l/RI = 0 89, 3 1. 
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FIG 30. Interface, vortex-sheet strength f vs arclength and Inverse curvature l/R vs arclength for 
A = 1 and 6 = 0.2, 256 nodes used and g = 1 Node spreadmg used until I = 3 5; restarted at t = 3 5 with 

GI = -0 8, (ax) f = 3.6, (c) sup I I/RI = 2 5. 
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It has already been mentioned how the exponential growth of this peak, shown in 
Fig. 11, limits how long a boundary-integral calculation will last. For A = 0.8 this 
single peak in the curvature dominates the early development and its effect is seen 
after the double-peaked behavior in the roll-up region begins to develop. 

In order to understand the effect of smoothmg at high Atwood numbers Figs. 
3Oa-c show the interface, vortex-sheet profile, and curvature profile for one time 
from a simulation with A = 1 and d = 0.2. The calculation that goes to t = 3.6 used 
node spreading until t = 3.5, then allowed the nodes to move with a = -0.8 t = 3.6 
is the last time for which the vorticity and curvature did not show a strong 
even-odd instability. For A = 1, finite 6 calculations end earlier than those with 
6 = 0 because the sharp peak in the curvature in Fig. 3Oc at the tip of the spike is 
wider than the peak for 6 = 0 in Figs. 29g, h and it was difficult to find a means of 
distributing the nodes that provides adequate resolution over the entire interface. 

VII. CONCLUSIONS 

When this project was begun, it was hoped that the boundary-integral code of 
Baker, Meiron, and Orszag [lo] could easily be extended to A -C 1 by applying the 
smoothing of Krasny to eliminate the Kelvin-Helmholtz singularity. In the sense 
that no new singularities have been found and there are no indications that the 
problem remains ill-posed with this modification, this effort has succeeded. But 
numerous additional modifications of the numerical algorithms of the original code 
have been required in order to provide the resolution and accuracy needed to do 
interesting calculations. These modifications are necessary because resolving both 
the vorticity and curvature presents greater difficulties than in earlier Kelvin- 
Helmholtz boundary-integral calculations. Unlike using vortex blobs, they do not 
change the physics. 

The general trend of these modifications has been to use algorithms that are 
lower order than those used by [lo]. Although second-order algorithms have been 
used where possible to achieve convergence, in the early stages of developing this 
method, first-order algorithms often proved adequate. Lundgren [29] uses tirst- 
order algorithms and has had reasonable success. This is similiar to the trends in 
simulations of shocks where a bit of extra numerical diffusion often gives better 
simulations and there are elements of shock behavior m the vorticity profiles of our 
simulation. The lesson for problems with sharp discontinuities is that first order 
does work, but to get convergence some effort should be made to use second-order 
algorithms. 

With these modifications, the boundary-integral method with vortex blobs has 
been able to identify several stages of development that occur for all Atwood num- 
bers between 0 and 1. First, a spike develops, as it does for A = 1. Across the end of 
the spike is a sharp vorticity gradient, with two peaks of the vorticity on either side 
of the spike. Then some pinching at the end of the spike occurs, as if a droplet 
wants to form at the end of the spike as in the viscous Hele-Shaw instability. But 
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instead of thu, the vorticity peaks on either side of the spike become dominated by 
the Kelvin-Helmholtz instability and the interface begins to roll up around these 
points. Instead of a droplet forming at the end of the spike, droplets form at the 
edge of the rollup regions and lead the rollups. For large Atwood numbers these 
later stages occur only after the spike is well developed. As the Atwood number or 
the blob size 6 goes to zero, the rollup occurs earlier. For A = 0.1 and 6 = 0.2 the 
droplets became noticeable only during the late stages. For A = 0 droplets never 
form at the tips of the rollup. 

These stages of development are conststent with previous calculations of the 
Rayleigh-Taylor instability and the objective of obtaining a calculation that can be 
used for inspiring and checking more powerful methods has been met. The next step 
should be a calculation that represents the effects of viscosity in a more realistic 
manner. For example a nonlinear prescription for the blob size as a function of 
arclength and time that is closer to the Navier-Stokes equations and reproduces the 
correct initial viscous growth [4-61 would be desirable. Questions concerning the 
use of time-varying blobs raised by Greengard [37] must be answered before this is 
attempted. Until such a method a available, it is pointless to further investigate 
questions such as whether there are asymptotic spike and bubble velocities, since 
preliminary evidence suggests that the type of smoothing does have a small effect 
upon these results. 

Even if all these demands are met it would be very difficult to design experiments 
that looked at a single Rayleigh-Taylor mode and get comparisons. Although 
limited, some comparisons with multi-mode experiments, such as Read [38], could 
be done. For example, these simulations suggest that for smaller Atwood numbers 
and viscosities that the Kelvin-Helmholtz instability causes most of the breakup to 
occur along the edges of the spikes and this is observed in experiments. Our 
simulations suggest that only for large Atwood numbers coupled with large 
viscosities would droplet formation at the end of the spikes be expected. For true 
comparisons with these experiments multi-mode calculations must be done, but 
since the calculation cost goes as n3, this will not be reasonable until the quadrature 
is improved, either by reducing the number of operations or new algorithms. 

A vortex-in-cell method could provide an inexpensive alternative to quadrature 
and Tryggvason [39] uses two modifications of the vortex-in-cell method of [30] 
for 0 <A < 1. Another possibility for reducing the cost while avoiding the 
smoothing inherent in vortex-in-cell methods would be to apply local corrections 
between nodes in neighboring cells of the vortex-in-cell grid as in Anderson [40]. 
The new scheme of Rohklin [41] might also provide a fast alternative. In all of 
these methods, the smoothmg onto the mesh without local corrections should 
produce effects similiar to the finite 6 calculations discussed here. For A = 0 this IS 
demonstrated by Fig. 5. But in general, smoothmg onto and interpolating from a 
mesh to the interface can introduce additional errors or smoothings that are not 
included in our simulations. The major qualitative difference between the vortex-in- 
cell calculations of [39] and the vortex-blob calculations discussed here for A > 0 is 
the amount of rollup. The accelerated-potential method (ACP) of [39] has more 
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rollup for 0 <A < 0.6 than appears here and the iterated timestep method (ITS) 
appears to have less rollup. The source of this difference has been identified with the 
way the $(a/ae)(y2/z ezf) term in (15a) is treated. We have crude empirical evidence 
that a vortex-in-cell code that corrects this term and uses spectral transforms and 
filtering as suggested by Buneman, Co&t, and Leonard [42] will converge to the 
vortex-blob calculations discussed here. Tryggvason (private communication) has 
shown empirically that a vortex-blob method with additional smoothing of this 
term will give results that are qualitatively closer to the ACP results of [39]. Since 
the results appear to depend upon the smoothing used, better comparisons with 
true viscous calculations are needed, possibly using the method of Glimm et al. 
I: 121. 

With the existmg code several physical problems characterized by accelerating 
interfaces and unstably stratified flurds can be studied. The classic example is the 
implosion of inertial-fusion capsules, where there is a sharp density difference 
between the outer ablatmg shell and the fuel. Liquid fuel in tanks of space and air- 
craft also are subjected to strong accelerations. In the atmosphere the growth of 
cold surface layers as they are heated, expand, and then push into and mix with the 
overlying air is similar to the Taylor problem. Besides the physical applications, the 
Taylor problem is an example of a growing list of non-linear phenomena. It is 
closely related to Hele-Shaw flow and by analogy to problems in dendritic crystal 
growth, Singularities associated with two-dimensional Navier-Stokes flow are 
modified by the vorticity-production term in the Taylor problem, much as vorticity- 
production terms in two-dimensional magnetohydrodynamics and three-dimension 
turbulence change the nature of the smgularittes. 
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